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k-Means Clustering & Finding k

What is k-Means Clustering?

When looking at data for the purpose of classification, there are several ways to approach classifying the examples in a given set.  For example, we have parametric approaches, semi-parametric approaches, and nonparametric approaches.  

As Ethem Alpaydin explains in Introduction to Machine Learning, "in the parametric approach, we assume that the sample comes from a known distribution."  However, often that is simply not the case (Alpaydin, 133).  In addition to the parametric methods, we also have nonparametric methods - which take the position that nothing can be assumed about the input density - or as Alpaydin puts it - "the data speaks for itself" (Alpaydin, 153).

Somewhere in between these two opposite approaches lies the class of semi-parametric methods - those where we assume "a mixture of distributions," or "a parametric model for each group in the sample" (Alpaydin, 133-134).  It is under this umbrella that k-means clustering falls.  

Simply put, k-Means Clustering is an algorithm among several that attempt to find groups in the data (Alpaydin 139).  In pseudo code, it is shown by Alpaydin (139) to follow this procedure:

Initialize mi,  i = 1,…,k, for example, to k random xt 

Repeat 


For all xt  in X


bit ( 1 if || xt - mi || = minj || xt - mj ||     



bit ( 0 otherwise


For all mi,  i = 1,…,k



mi ( sum over t (bit xt) / sum over t (bit )

Until mi converge 

The vector m contains a reference to the sample mean of each cluster.  x refers to each of our examples, and b contains our "estimated [class] labels" (Alpaydin, 137).

Explained perhaps more simply in words, the algorithm roughly follows this approach:

1) Choose some manner in which to initialize the mi to be the mean of each group (or cluster), and do it.   
2) For each example in your set, assign it to the closest group (represented by mi). 
3) For each mi, recalculate it based on the examples that are currently assigned to it. 
4) Repeat steps 2-3 until mi converge.

Now that we have some rudimentary understanding of what k-means is, what are some practical applications of it?

Applications of the k-Means Clustering Algorithm

Briefly, Alpaydin mentions optical character recognition, speech recognition, and encoding/decoding as example applications of k-means (Alpaydin, 134).  However, a survey of the current literature on the subject offers a more in depth treatment of some other practical applications, such as "data detection … for burst-mode optical receiver[s]" (Zhao, et al.), and recognition of musical genres (Turnbull and Elkan), which are specialized examples of what Alpaydin mentions.   

As Zhao, Nehorai, and Porat describe "burst-mode data-transmission systems," a "significant feature of burst-mode data transmissions is that due to unequal distances between" sender and receivers, "signal attenuation is not the same" for all receivers.  Because of this, "conventional receivers are not suitable for burst-mode data transmissions."   The importance, they note, is that many "high-speed optical multi-access network applications, [such as] optical bus networks [and] WDMA optical star networks" can use burst-mode receivers (Zhao, 1492). 

In their paper, they provide a "new, efficient burst-mode signal detection scheme" that utilizes "a two-step data clustering method based on a K-means algorithm."  They go on to explain that "the burst-mode signal detection problem" can be expressed as a "binary hypothesis," determining if a bit is 0 or 1.  Further, although they could use maximum likelihood sequence estimation (MLSE) to determine the class, it "is very computationally complex, and not suitable for high-speed burst-mode data transmission."  Thus, they use an approach based on k-means to solve the practical problem where simple MLSE is not enough (Zhao, 1493).

The paper from Douglas Turnbull and Charles Elkan is quite a bit more concise, and not as full of jargon as the Zhao article, so its example may prove more meaningful.  In it, they show that although "the classification of music by genre is difficult to automate," they are able to "achieve human-level accuracy with fast training and classification" by using "radial basis function (RBF) networks using a combination of unsupervised and supervised initialization methods."  Furthermore, they note that the initialization methods they use are "hundreds of times" faster than using "RBF networks trained with gradient descent."  They are able to achieve this goal in part with help from "an improved method for initializing the k-means clustering algorithm which is useful for both unsupervised and supervised initialization methods" (Turnbull, 580). 

The new approach Turnbull and Elkan use to initialize k-means is what they call Subset Furthest First (SFF).  They note that a problem with (normal) Furthest First is "that it tends to find the outliers in the data set."  By using only a subset, they found that there are less outliers that can be found, and "thus, the proportion of nonoutlier points obtained as centers is increased" (Turnbull, 581).  

Finally, Turnbull and Elkan also show that using the multiple initialization methods of Gaussian maximum likelihood, k-means, and in-class k-means, they get about the same classification accuracy as one would obtain by using the method of gradient descent.  However, they note, "in each trial, creating a network without gradient descent takes seconds, whereas applying gradient descent takes hours."  In the end, they cite a study that "found that humans achieved 70 percent music classification accuracy," and compared that to their own result - which was 71.5 percent (Turnbull, 583).

Reading Turnbull and Elkan, as well some other current literature, one can see some potential difficulties in using k-means.   Some of those below are discussed below.

Difficulties with k-means

There are some difficulties in using k-means for clustering data.  We can see several mentions of this in current and past research, and an oft-recurring problem has to do with the initialization of the algorithm.  

For example, in protein sequence motifs, Wei Zhong et al. mention their improved initialization procedure "increases the percentage of sequence segments belonging to clusters with high structural similarity."  The wording "improved" suggests that many initialization methods are far from ideal, especially given the amount of papers mentioning this.  Further, it "may discover some relatively weak and subtle sequence motifs" which would otherwise remain undetected by "the traditional K-means algorithms" (Zhong, 255).

They continue, explaining that out of many initialization strategies, four in particular - Random, Forgy, MacQueen, and Kaufman - are all subject to the rule that "the choice of initial data points defines deterministic mapping … [where] inappropriate choices of initial points … may result in distorted or incorrect partitions" (Zhong, 256).  And although they choose the Forgy method when implementing a "traditional" k-means algorithm (the other three are not suitable for their purpose, they state), they also propose a "new greedy initialization method … to overcome potential problems of random initialization" (Zhong, 256).  

They explain their algorithm as follows:

In the new initialization method, the clustering algorithm will only be performed for several iterations during each run. After each run, initial points, which can be used to form the cluster with good structural similarity, are chosen and their distance is checked against that of all points already selected in the initialization array. If the minimum distance of new points is greater than the specified distance, these points will be added to the initialization array (Zhong, 256).

Similarly, Michael Lazlo and Sumitra Mukherjee refer to this concept outright, pointing out  "the algorithm is very sensitive to the initial selection of centers and is likely to converge to partitions that are significantly inferior to the global optimum."  In their article, they "present a genetic algorithm (GA) for evolving centers in the k-means algorithm that simultaneously identifies good partitions for a range of values around a specified k" (Lazlo, 533).  They also note that the k-means dominates the running time of their algorithm, so it should be useful for large datasets (Lazlo, 541), and although they use their "GA to evolve good centers for a [specific] version of k-means … [their] approach is flexible enough to accommodate other variants of k-means" (Lazlo, 542).

Finally, Alpaydin mentions that because the initial means greatly influence the final means, we should limit the choice of our selection criteria to include centers where we believe there will be data (137).   The same problem can be inferred through the Turnbull and Elkan paper, as they mention the necessity of their subset furthest first implementation for initializing the mean vector for k-means is that the standard version is subject to poor results due to outliers.  Additionally, they find that using a single method for initialization and the k-means algorithm, the results obtained in trying to classify music by genre are not as good as humans.  However, by combining different methods, they show how they were able to match the ability of humans.

Determining the number of clusters in a set of data

The problem of initializing the centers for k-means, as described above, dovetails with the problem of finding the initial k - or how many clusters are to be found in the dataset - since to do so, one must also know how many centers exist.  A paper by Greg Hamerly and Charles Elkan from University of California, San Diego, addresses this problem.  They introduce an algorithm to find k, which they call G-means.  As they describe the algorithm, it follows this path:

The G-means algorithm starts with a small number of k-means centers, and grows the number of centers.  Each iteration of the algorithm splits into two those centers whose data appear not to come from a Gaussian distribution.  Between each round of splitting, we run k-means on the entire dataset and all the centers to refine the current solution.  We can initialize with just k=1, or we can choose some larger value of k if we have some prior knowledge about the range of k.   (Hamerly and Elkan, 2)

It is important to note that they assume each cluster to be Gaussian distributed, and the only other "intuitive parameter" is "the standard statistical significance level" (1).

The rest of this paper focuses on my own experiment to find what number k represents, given some assumptions about the data.  

Setting up the experiments

Like Hamerly and Elkan, this experiment assumes the data come in the form of clusters that are each Gaussian distributed.  To keep it simple, the experiment only covers the case for one-dimensional data.  Obviously, this is quite useless, since a human could plot the data and tell how many clusters are in it for that case.  However, it could be quite simple for someone with the desire and knowledge to extend it to cover multi-dimensional data, some problems of which I discuss below.  In addition, references to "random" below should be regarded as "pseudorandom," since this was carried out using generated data, not organic.   Finally, it should be noted that despite the fact I believe the approaches used could work, the experiment as it stands, failed.  

For the experiment, a GaussianGenerator was created first, which generates a Sample given a mean and standard deviation.  It uses the Box-Muller transform to generate a number within the given parameters.

In order to be reusable and vary the parameters, the experiment starts by specifying a minimum and maximum number of clusters, and a minimum and maximum size for a Sample.  Further, it needs a constant to transform a random mean, and another for random standard deviation.  These just multiply a pseudorandom number between 0...1 to increase the range of parameters available.  It then generates a random number of Samples with random mean and variance between the supplied parameters discussed above.  Finally, it combines all the samples into one, shuffles the examples, and passes control to the two algorithms to find k.  The algorithms attempted to use nothing but the combined Sample as input.

Description of the algorithms

Two ideas struck me as plausible ways to find k, given nothing but a sample, although both of them relied on using standard deviation.  

The first algorithm sorts the examples in the combined sample and simply iterates over each of them, adding examples to a new working sample if they are within 3 standard deviations of the current mean, since about 99 percent of the points in a given normal distribution should be within that range.   When an example falls outside that range, another working sample is created, and the process continues.  When all the examples have been iterated over, the function returns the number of working samples it used.  Further, it assumes a minimum of 50 examples in each sample (to calculate the initial mean and standard deviation), and this parameter can be varied depending on knowledge of the data.  The Java source code for this function (or the entire experiment) is available upon request.

The second algorithm takes the standard deviation of a sample, and recursively calls itself using smaller ones as the standard deviation decreases.  Since it is easier to understand a recursive function by viewing it as opposed to reading a description, the source code for it is provided in Figure 1 below.

[image: image1.png]private static int findK(Sample s, double minSD)
¢
// Tdea 2: split sawple vhile standard deviation decreases
double tolerance = 0.001, thissD:

s.sore();

if (minSD < 0) minsD = s.gecStandardbeviation();

Sample workingSamplel = getHalf(1, s):
Sample vorkingSamplez = getHalf(2, s):

thissD = workingSamplei.getStandardbeviation();
if (thisSD+tolerance < minsD)
return 1 + findK(vorkingSamplel, thissD):

thissD = workingSample?.getStandardbeviation();
if (thisSD+tolerance < minsD)

return 1 + findK(vorkingSamplez, thissD):

return 0;




Figure 1:  Recursive findK() function.

At first glance it looks like the function expects an initial standard deviation, but in fact, it is used such that on the first run, that parameter is initialized to -1.  Therefore, it will calculate the initial standard deviation based on the entire sample.  Within it there is a variable, tolerance, which is used to indicate how close the smaller samples' standard deviation should be to the last standard deviation to continue splitting the sample.  This value is chosen arbitrarily, and it is likely the experiment results could have been better had I attempted to let the program "learn" a good value to use.

Experimental Results

Presented here in tabular form are the results of 20 experimental runs.  More were done, of course, but due to space requirements, only 20 are presented.  In both sets, the number of samples was uniformly random between 5 and 12, the size of each sample varied from 50 to 100, and the mean and standard deviation of each sample spanned 0-100 and 0-5, respectively.  In the first set of ten runs, the standard deviations of the initial samples were allowed to vary.  The second set used a fixed standard deviation of two.

	Set 1: Variable Standard Deviation 

	Run: 
	1 
	2 
	3 
	4 
	5 
	6 
	7 
	8 
	9 
	10 

	k: 
	6 
	7 
	11 
	6 
	11 
	6 
	10 
	7 
	7 
	8 

	Iterative: 
	3 
	11 
	2 
	7 
	8 
	8 
	6 
	3 
	22 
	6 

	Recursive: 
	8 
	8 
	9 
	8 
	9 
	8 
	8 
	8 
	8 
	8 

	Set 2: Fixed Standard Deviation = 2 

	Run: 
	1 
	2 
	3 
	4 
	5 
	6 
	7 
	8 
	9 
	10 

	k: 
	9 
	7 
	5 
	11 
	11 
	9 
	7 
	7 
	6 
	10 

	Iterative: 
	8 
	8 
	14 
	21 
	10 
	11 
	7 
	4 
	2 
	5 

	Recursive: 
	8 
	8 
	8 
	9 
	8 
	8 
	8 
	8 
	8 
	8


As the data show, neither algorithm was particularly successful at correctly finding k.  The recursive algorithm is a lot less erratic, and seems to be closer to finding k than its iterative counterpart.  It should be noted, however, that in several of the cases where the recursive algorithm found too few clusters, particularly when it was one or two off, looking at the individual generated clusters reveals that actually, it was very good - just that two or three of the means were incredibly close, and the algorithm could not differentiate between all the sets.  For example, in the first run of the fixed standard deviation, one of the means was 87.68 with another at 89.78.  In this case, it is unlikely even a human could have differentiated between the two.  Similarly, in the sixth run of the same set, two of the generated means were less than a standard deviation apart.  However, a glaring issue with the recursive trials is that it appears to always hover around eight or nine - indicating that perhaps the tolerance was so low, it encouraged splitting the sample all the time.  However, even varying the side of the equation in which the tolerance was applied (or subtracting it instead of adding it) did not change the variety of results obtained.

Analysis of multiple runs of this experiment shows unexciting results as well.  Using 100 trials, it was found that about 10 percent of the time, the iterative algorithm guesses correctly.  With only 8 possible values to choose from, this is worse than guessing if the algorithm had known how many it had to choose from.  Among the times that it counted the wrong number of clusters, it was off by an astounding average of 45.3 percent. 

On the other hand, the recursive algorithm fared slightly better.  Using the same 100 trials, it correctly identified k 16 percent of the time, and averaged only 19.3 percent difference among the times it was wrong.  Clearly however, this is nothing to write home about.  

At this point, it was clear that at least some of the time, the recursive algorithm appeared to be finding k correctly, except that some of the means were too close to each other to distinguish between them.  Therefore, another 100 trials were run, this time randomly generating the mean of the first sample, and adding a fixed number to each successive one to ensure a minimum distance between each sample.  Discouragingly, the results weren't much better.  The iterative algorithm again only correctly found k nine percent of the time, and averaged a whopping 71 percent difference when it was wrong.  The performance of the recursive algorithm did improve slightly - this time getting k correct 26 percent of the time, and only being "off" by an average of 16.5 percent the times it was incorrect.

Conclusions

I would have considered something in the range of 90% + correct with a much smaller average percentage "off" to be somewhat of a success.  By those criteria, the experiments failed.  In fact, by any standard of measurement, both the recursive and iterative algorithm ideas failed.

Even if one of the algorithms did work, among many potential flaws in making the ideas useful for higher dimensions, a particular one that doesn't map well is sorting the examples, as both algorithms did upon receiving the combined sample set.  It is easy to sort a one-dimensional set, but what about the multi-dimensional case?  My thought here is something along the lines of sorting by angle, then distance, but I haven't explored the idea in depth.

Still being new to the field of machine learning, I haven't the experience to know if someone has tried these ideas and failed, or figured out a way to make them work.  Intuitively, the idea seems solid:  Look for examples that are far away from the others but still form a group.  Count the instances, and you've found k.  In practice, this didn't work well.   However, at this point I am not convinced the idea would not work, but rather that my own shortcomings didn't allow me to see something I was overlooking or missing altogether.  

In particular, I see a similar problem in both algorithms that may point to why the experiment failed.  In the iterative algorithm, we have a calculation of standard deviation that occurs at the "left" side of an ordered sample.  At first, the algorithm assumed only two, three, and ten examples (rather than the 50 we saw above).  Using two gave horrible predictions, as did three, but 50 did not offer much improvement over ten, where the improvement was significant.  Further, in calculating the initial standard deviation, the data are skewed and as we get to the bulk of the examples in the set, the value may rise before it gets lower, splitting too soon.  Even if that is not true, as we get further to the right of the sample, if we have just one example further than three standard deviations from the mean, it will split, and likely do so again on the next example.  Here it seems possible to have a cascading effect, and we see cases where the algorithm wildly predicts the wrong k, sometimes almost doubling it.  

Finally, in the recursive algorithm, the idea was to keep splitting the examples into different samples until k stopped decreasing, given some tolerance.  However, depending on where the split happens (as the algorithm stands, it just split in half), the standard deviation may increase, counting only one when it should have been two.  In this case, it is possible to see too few k counted.  On the other hand, it would also be possible to split a mostly homogenous set into three sets, counting too many k.  In the end, this algorithm could have been improved by choosing a smarter place to split (perhaps even integrating the two algorithms).  Similarly, learning the tolerance level instead of arbitrarily choosing it would likely have improved the performance.  
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